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1 Background

The 2020 meeting of the Standing Committee of the Political Bureau of the CPC
Central Committee put forward new requirements for accelerating the construction of new
infrastructure such as 5G networks and data centers. Big data centers were also included
in the government's items for accelerating construction for the first time as part of the new
infrastructure.

Empowered by information technologies such as 5G and the Industrial Internet, as well
as driven by the epidemic and national policies, various industries are more actively
seeking digital transformation paths that suit their own characteristics, and the digital

transformation of companies continues to accelerate.

As various industries vigorously carry out digital transformation, the number of
resources required by companies has increased dramatically. The number of operating
nodes (physical or virtual servers and containers) generally reaches thousands, and even
reaches millions for large Internet companies. The rapid expansion of data centers has put
tremendous pressure on operations management. How to effectively and uniformly
manage and control all nodes in large-scale data centers has become a huge problem
faced by various companies.

In large Internet companies, there are many types of servers. In order to ensure
business stability, all Agents do not run independently on the host machine and must be
controlled by a unified Agent (called Omni Agent in Collect & Control Center). Omni Agent
is used to collect the status of each Agent and reflect it to a web application called Manager
Console. In larger traditional companies, there are many departments, product projects,
and operations monitoring personnel, which are not unified. There are many forms of
installing many agents on the same target machine, which has many disadvantages.
Companies still have the following difficulties in unified collection and control management:

Lack of unified management and control backend

B Difficulties in locating and solving problems
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Installation, deployment, upgrade and other problems occur frequently and it is
difficult to quickly track, locate, and solve problems.

Manual installation and deployment are very costly in manpower and time

More and more servers need to be installed and maintained, resulting in huge
manpower and time costs. The previous operations method based on manual
deployment and installation is no longer suitable for the operations of current
large-scale data centers.

Multiple management backends, complex operations and high learning costs

Similar services are scattered in different systems that are coupled to each other.
They need to go to different backend systems for operations. The cost of
cross-platform use and learning is high.

Lack of protection mechanism to ensure stable operation of business

Host failure causes business interruption

Under cluster deployment, node failures will inevitably occur, resulting in data loss.

Uneven load causes overheating of single-machine nodes

Uneven traffic distribution leads to excessive single-machine tasks, reduced
collection performance, and possible data loss.

Collecting dirty data affects business judgment

A lot of missing, errors and other dirty data were collected, which affected normal

business judgment.

With the continuous expansion and improvement of the company's product line, the

previous operations model based on manual configuration of the collection of various data

sources and manual installation, deployment, uninstallation and other management of each

collector (Agent), host, etc. is no longer satisfied with the effective management and control

of current large-scale data centers, IDCs, cross-clouds and clusters, etc.
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2 Product introduction

Collect & Control Center is an enterprise-level digital operations data collection and
task control center and the basis of the digital operationa solution.

B Collect & Control Center provides companies with one-stop configuration and
automated deployment functions for various collection tasks. It supports operations
such as collection, sending, monitoring, and alerting of various logs, IT
infrastructure. At the same time, the collection tasks and behaviors are scheduled
and controlled in a unified and standardized manner to avoid abnormal situations
such as downtime caused by irregular operations and fully guarantee the normal
operation of the business.

B Collect & Control Center has dozens of built-in out-of-the-box collection templates
(and is constantly expanding), dozens of built-in parsing, conversion, and
calculation methods, and is compatible with many different types and versions of
operations such as Linux, Windows, AlX, and KYLINSOFT, as well as embedded
devices, web pages, servers, programs, etc.

Architecture:

Application performance

Infrastructure monitoring User experience monitoring

U pper monitoring
scenario Log monitoring Configuration management Automated operations
Server
Node management Plug—in management Task management
Integration services Discovery center Circuit breaking rule

Collect & Control Access layer

Center Command channel Data channel
Proxy layer
Local OneAgent Remote OneAgent
. . Host/process Application service Database/middleware
Monitoring P
ObJeCt Third party monitoring system Multi-cloud/container Internet device

3 Main functions
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3.1 Nodes

Unified management and control of deployed Agents and extensions. Deployment and
management in scenarios such as physical machines, virtual machines, cloud hosts, and
containers are supported.

3.1.1 Hosts

3.1.1.1 Add a host

B You only need to click on the page to auto complete the entire installation and
deployment process.

B Just click on the page to automatically complete the entire installation and
deployment process. Common and remote installation methods are supported.

B Remote installation supports Excel template import into the host list, and a
maximum of 1,000 hosts can be installed simultaneously.

B Specified Agent and extended running users and user groups are supported.

< Add host

allation. You can select a plug-in integrated in the platform, and generate and copy the installation command basedon X

ns, specifying host tags, and selecting different configuration files for registration. If you want to use custom X
rations first

v Agent deployment

Instal directly

Please upload the installation packages for the agent and extension

v Query installed script

3.1.1.2 Agent overview

B Count the number of deployed Agents and extensions.
a4
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B Count deployed Agent and extension status.

D Nodes ~  Hosts
Hosts
Sum Linux Windows AIX Enabled offline Exception
4 Integrations v Host 9 8 1 0 Status 5 4 )
& Auto Discovery v
Hosts  Containers  Plug-ins  Tags  Logs
®  Agents v
® Alerts o Host tag v Enter host IP address or hostn.. Q| Advanced v Host tag
£ settings v Host IP Hostname Agent status os cpu Discoven y service Actions
10.0.9.120 9.120centos7.6 ® Enabled Linux x86 - Install  Upgrade Details More

3.1.1.3 Batch process hosts

For large-scale and ultra-large-scale data centers with many servers, it supports a
maximum concurrent processing capacity of 200 hosts, including batch installation of
extensions, batch upgrade, uninstallation, restart of Agent, and batch deletion of offline
hosts.

Hosts  Cont: Plug Tag Log:
M Enter host IP address or hostn... Q| Advance d v Host tag

Host IP Hostname Agent status os cPy Discovery service Actions

10.0.9.120 9.120centos7.6 © Enabled Linux x86 - Install ~ Upgrade ~ Details = More
10.0.9.199 node1 © Enabled Linux x86 - install  Upgrade ~ Details  More
10.0.12.182 14d925€752e2 Offline Linux x86 - Details ~ More
10.0.8.52 docp10.0.8.52 Offline Linux am - Details  More
10.0.7.144 loacthost Offline Linux x86 - Details  More
10.0.13.190 10-0-13-100 Offline i A6 - Details  Mora

3.1.1.4 Batch process extensions

You can batch enable, disable, upgrade, uninstall, delete, and restart expansion
modules.

Host tag ~ Enter host IP address or hostn... Q_ Advance: d v
Host IP Hostname Agent status os
10.0.9.120 9.120centos7.6 © Enabled Linux
10.0.12.182 docc-agent-test-5fb8887b79-n2jl5 e Enabled Linux
10.0.9.199 node1 © Enabled Linux
10.0.16.133 docp010000016133 © Enabled Linux
10.0.16.189 WIN-RDE70J6DSTC © Enabled Windows

3.2 Auto discovery
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3.2.1 Network scan

By installing the remote auto discovery plug-in, you can auto discover all physical node
device information (such as servers, routers, gateways, bridges, etc.) in the same network
segment and the corresponding related applications and services on the node (such as
databases, middleware, Agent, etc.), and the device information of the node and the
service information corresponding to the node can be displayed, and you can select
whether to output it to CMDB for storage.

3.2.1.1 Manage discovery tasks

By creating a new discovery task, periodically scan node devices within the IP range.

< Create discovery task

* Task name Enter task name

* IPrange: The IP address range that needs to be scanned, such as: 10.2.1.12-10.2.2.22. Too many IPs will lead to a long scan cycle. It is recommended to scan no ®

more than 4 network segments

*
Check rule: Checkrule Port Actions

No data

Add

* Host Select host for remote discovery v ®

m Cancel

3.2.1.2 Manage discovery results

Discovery results can be imported into CMDB.

Network Scans
Tasks Discovery results Cls
Enter task name Q

Task name IP range Check rule CDC status Execution host IP Actions
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3.2.1.3 Batch process discovery results

« tch

rough batch processing, attribute collection tasks are sent to network devices, local
middleware (above V6.1.1, merged with general servers into a script plug-in), and general

v Confirm batch operation

servers. Y‘ou can deploy Agent and extensions to hoTts through scan results.

Operation

type:
Collect device attributes

v Task paran collect middleware attributes
Universal server

* Plugin: v
Install plug-in

* Task:

* Plugin version: Select v

Task type: Script
* Execution rule: Interval v
* Interval : Monday Tuesday Wednesday Thursday Friday Saturday Sunday
* Execution time: ~ 03:00
3.2.1.4 Cls

You can view the discovered device resources of all discovery tasks and batch process
Cls and import them into CMDB.

Network Scans
Tasks Discovery results Cls

Select v Enter IP or device model to sea O\ Advanced v O selected Batch process

Device IP address Device model Device model manufacturer Running service Check rule Tasks Actions

3.2.2 Deep discovery

By performing deep discovery and collection tasks on remotely discovered devices, the
attribute-related information of the device is collected. The collected attribute information
can be auto imported into CMDB and stored in the database. The scope of collected
attributes includes several network devices, middleware, and servers. The service level
supports dozens of collection templates such as various middleware, databases, Alibaba
Cloud, AWS, Tencent Cloud, Huawei Cloud, private clouds, and VM virtual machines.
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| middleware

() Alibaba Cloud

Ali Cloud

+ Create [2 Details

H3CHJEEH-SNMP

+ Create [ Details
A2 HUAWEI

Huawei Cloud Private

+ Create

[@ Details

3.2.3 Scripts

llll ClickHouse

Clickhouse

+ Create 2 Details

HPHEEHL-ILO

+ Create [ Details

@ kubernetes

Kubernetes

+ Create [@ Details

&P redis

CLOUDZ=RA

Cloudera Manager

+ Create [2 Details

HP4JE24,_SNMP

+ Create [ Details

‘mongoDB

Mongodb

+ Create [@ Details

& AT

DELL#3¥8#/l-[racadm]

+ Create [ Details
&% HuAWEl

HUAWEI USG6000E

+ Create [@ Details

AN
My SOL

Mysql

+ Create [ Details

GREENPLUM
DATABASE’
GreenPlum

+ Create [@ Details

&% HUAWEI

Huawei Cloud

+ Create [@ Details

ORACLE’

Oracle

+ Create [ Details

Rich built-in scripts for deep discovery of attribute collection and metric collection.

Scripts

Enter script category

All
database
middleware

other

Enter script name Q

Q

Ali_cloud_remote

(D]
Group: other

Type: Remote

Arangodb

Group: database

Type: Local

Clickhouse
-

Group: database

Type: Local

il
Group: other

Type: Remote

+Add category

3.3 Integrations

3.3.1 Data collection

MUW Cloudera_manager_remo...

Apache

Group: middleware

Type: Local

Aws_remote

Group: other

Type: Remote

Clickhouse_remote

Group: database

Type: Remote

Db2

Group: database

Type: Local

+Add script
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On the server side , collection commands are sent to the target node device by
installing and deploying CDC or providing API. After analysis, conversion and other edge
computing processing on the collection end, the preprocessed data is finally sent to Kafka
for consumption by the upstream system.

Cloudwise-Collect & Control Center White Paper

Server and application Open source software
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3.3.2 Integrated templates and customized collection templates

B The template library has hundreds of out-of-the-box collection templates (and is
constantly being expanded).

B Templates mainly include standard middleware, APM, Synthetic Monitoring,
prometheus, Zabbix, public cloud, and private cloud. You can preview templates and
create collection and monitoring tasks directly by applying the template.

Integrations

All v Al v Enter application name Q

Applied(18)

() Alibaba Cloud

Alibaba Cloud

@ Applied

9 Prometheus

Prometheus Metric

© Applied

9 Prometheus

ZABBIX

Zabbix JDBC

@ Applied

"}

ZABBIX

Zabbix Api

© Applied

ZABBIX

Zabbix Binlog

@ Applied
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3.3.3 Manage collection tasks

B Create collection tasks

® By integrated templates

® By 30+ customized collection methods to collect logs
B Manage tasks

You can enable/disable/modify/delete tasks
B Status

Monitor tasks and show anomaly status

Tasks
Tasks  Task operation logs
0 selected =
Taskname Host 1P Monitored companent Type Actons
 Erabies R 10.36.16275 Login the Syslog form Custom 0K View Clone ~Edit
Em 103516275 nging Log 30 View Clone  Edit

10.35.162.75 nginx Log 30; View Clone Edit

Total:3 10jpage Vv n Goto Page

B Monitor task operations and status

Record information related to task operations and execution.

10



Cloudwise-Collect & Control Center White

Paper

Tasks

3.4 Agents

3.4.1 Versions

Operation type Task name

Start collection task ~ syslog

Start collection task ~ syslog

Start collection task  nginx_access_lo

Stop collection task  nginx_error_lo

Start collection task  nginx_error_lo

Log in the Syslog form

Log in the Syslog form

10.35.162.75

10.35.162.75

10.35.162.75

10.35.162.75

10.35.162.75

Integration task [ Custom task

Operation time Execution resul It
2023-03-13

 Don
19:45:21

2023-03-13

Failed
19:43:08
2023-01-16

 Don
18:24:10
2023-01-16

 Don
18:23:58
2023-01-16

 Don
18:22:03

start collector success

task exec error agent[cdc_b63k

start collector success

stop collector success

start collector success

Manage and control all Agents and extension versions deployed on Collect & Control

Center, including batch uploading and parsing installation packages, viewing extension

details, etc.

Versions

Enter agent

Cjev2.2.0
Cdc_v4.2.0
Cdc_v4.2.0
Omni_v2.2.0
Cjeproxy V2.2
Cdc_v4.1.0
Cdc_v4.1.0

Omni_v2.1.0

3.5 Settings

.0

3.5.1 Circuit breaking

x86&arm

x86

x86

arm

x86&arm

System

Linux

Linux

Linux

Linux

Linux

Linux

Linux

Linux

Collection

Collection

Collection

Collection

Collection

Collection

BE%E

Imported

2023-10-20 22:19:07

2023-10-20 22:06:45

2023-10-20 22:06:30

2023-10-20 22:04:53

2023-10-16 16:53:39

2023-10-16 16:31:53

2023-10-16 16:28:46

2023-10-16 156:56:52

Actions

Details Delete
Details Delete
Details Delete
Details  Delete
Details Delete
Details Delete
Details Delete

Details  Delete

Provide a system-level protection mechanism. When the monitored CPU, memory,

disk and network usage exceeds the set threshold, the circuit breaker mechanism is

automatically triggered to protect the host and prevent the host system from being

paralyzed due to continuous consumption of resources and affecting the business.

CJE_Linux_Default

CJE_Windows_Default

CDC_Linux_Default

Agent version

CJE

cbc

CJE

System

Linux

Windows

Linux

Nodes CPU usage

20%

Actions
Edit Send
Edit Send

80% Edit  Send
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3.5.2 Configurations

After the Agent is installed and deployed, Cls of the configuration file need to be batch
edited and modified based on specific usage conditions, and then sent to the target host.
The sending of configuration files supports hot loading, and it does not affect the normal
use of users.

Configurations

Configuration rule Host tag Hosts Edited at Actions

CJE_V2.2.0_Default CJEV2.2.0 o 2023-10-20 22:19:07 Details  Send
CDC_V4.2.0_Default cbc.va.2.0 2 2023-10-20 22:06:45 Details ~ Send
CJE_V3.0.2_Default CJEV3.0.2 o 2023-10-20 22:06:07 Details  Send
OmniAgent_V2.2.0_Default OmniAgent v2.2.0 1 2023-10-20 22:04:53 Details ~ Send
CJEPROXY_V2.2.0_Default CJEPROXY_V2.2.0 o 2023-10-16 16:53:39 Details  Send
CDC_V4.1.0_Default cbc.va.1.0 o 2023-10-16 16:31:53 Details ~ Send
OmniAgent_V2.1.0_Default OmniAgent V2.1.0 1 2023-10-16 15:56:52 Details  Send
CJE_PROXY_V2.0.1_Default CJE_PROXY_V2.0.1 o 2023-07-20 15:25:04 Details ~ Send
CJE_V2.0.1_Default CJEV2.0.1 o 2023-07-20 15:23:15 Details  Send
CJE_PROXY_V2.2.0_Default CJE_PROXY_V2.2.0 o 2023-07-20 15:18:43 Details ~ Send

Total: 18 10/page v 2 > Go to Page

3.5.3 High-risk commands

Provide 2 types of high-risk command detection. It has 27 high-risk commands, which
supports users to customize high-risk commands based on the business, and flexibly and
comprehensively protects the safe operation of the host and the business on the host.

Enter Name/Command Q ‘ Select processing mode v Create High-Risk Command

Name Command Type Description Mode Modified by Updated at Actions
(MIINST+2I\NT+21["]. Built-in - Note Admin 2022-11-04 18:3... Edit
(MINST+2\NT+21"]... Built-in - Note Admin 2022-11-04 18:3... Edit
(MIINSI1+2I\NT+21"].e Built-in - Note Admin 2022-11-04 18:3... Edit
(M[INST+2\NT+21["].. Built-in - Natte Admin 2022-11-04 18:3... Edit

(MIIMSI+211VT+21["]... Built-in - Note Admin 2022-11-04 18:3... Edit
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4 Typical scenarios

4.1 Unified data collection

Collect & Control Center supports unified collection of data such as logs, middleware,
application performance data, IT device, etc. through Omni Agent and various expansion

modules.
OmniAgent
I pipeline
OS/NET Agent cDbe APM Agent CJE Agent JKB Agent Th'/:g e’ﬁny
Collection Collection Collection
capability capability template

4.2 Auto installation and deployment

Provide one-click and auto script installation program. You can complete the entire
Agent installation and deployment process only through page configuration.

13
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4.3 Intelligent control scheduling

Provide unified management and control. Omni Agent serves as the "brain" and
"center" to centrally manage and control all expansion and collection tasks.

Omni Agent collects the status of each agent and extension, and uniformly feeds it
back to the management console of Collect & Control Center, making it convenient for
operations personnel to issue operations commands on the console side.

@ K
S
2 @

4.4 Circuit breaking

Provides a circuit breaker protection mechanism against excessive consumption of
agent resources. When it is detected that the resource consumption used by the host or
extension exceeds the set threshold, the circuit breaker mechanism is actively triggered to
stop the operation of the extension and related collection tasks to ensure the stability and
safe operation of the business.

OmniAgent

tan the avtencinn maodiile tan the avtencinn maodiile <tan the avtencinn maodiille tan the avtencinn maodiile
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4.5 Monitoring and alert

Monitor the host status, Agent status and task status. When the alert rule is triggered,

the operations personnel will be notified immediately to handle the exception.

Extension monitoring

Alerts

1

Task status monitoring = o — Alert information display

i

4.6 Large-scale batch processing

For scenarios where large-scale data centers require batch processing, we provide
operations such as installation, upgrade, uninstallation, starting and stopping of Agents,
and distribution of collection tasks for a maximum of 1,000 concurrent hosts at a time.

Data center

Batch installation Server side I I l
Batch upgrade seer e s
Console I I I

Seer  Seer  Server

Batch load
Sever  Server  Server

Batch start and stop

Batch creation

15
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5 Product features

5.1 Rich ecology

The collection and monitoring of hundreds of data sources are supported. It is
compatible with Linux, Windows, AlX, domestic Kirin OS, HYGON, and other operating
systems of different types and platforms, as well as embedded devices, web pages, servers,
programs, etc.

- BEREN e = = . am

M ” 'é";g‘-lfg @lhua H/Kv{:/YON - +j§E ey Eﬂ‘%ﬁ TencentBit. W s wER
- ~ IBM N,\ p— - PostgreSQl

@ S SyBASE DE2 musct FSalsever ONCE Bk @ quaRTz &P redis

v CNERNN < CentOS Jelgins @ kubernetes #®neosj *Motan

wsco

= o] Wi
AIX > 'ﬁ% sotaris UNIX [IETSEREEN ©infortrend

‘ /Apache EA'QB LIGHT ’;?;_ N(VM

redifat

“.'B°“ seo Xen §"é ITEGH H3C S <Tanmacu Q vmware

5.2 Out-of-the-box

Multiple access methods such as Agent and API are supported. It can realize a
complete auto deployment and installation process in minutes. There is no need for
complex code configuration, just simple operations on the page to complete the collection
task configuration, which is simple and convenient.

ORACLE IBM . "
DATABASE DBZ MH m £ SQLServer e I'edIS

§8 kafka. / Apache Z A B B | X 3§i ACTIVEMQ
S 9 8
Text log System log Application log
-

16
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5.3 Open and flexible

All functions can be implemented through APl and Agent, making it easy to manage
and configure services. The collection capabilities are scripted and plug-in-based, and can
be quickly expanded based on your collection needs.

Scripted
Plug-in-based

API

Agent

5.4 Stable and reliable

Enterprise-level security protection mechanism provides monitoring and alert,
distributed scheduling, circuit breaker protection and other security measures to ensure the
stable operation of the business. Under high load conditions, high throughput and stable
operation are maintained for 24 hours, and collection tasks are not interrupted.

17



5.5 High performance

P &

Strong real-time performance High stability Edge computing
No delay - Breakpoint resume +  The collection end completes
Reach the server within 1s - Auto load balancing, auto data cleaning, analysis, and
180 million/min adjust the collection and conversion.
540MB/s sending rate based on +  Distribute computing pressure
business conditions to the node side to ensure

server side performance

5.6 Low cost

There is no need to build it from scratch based on an open source framework. It is
compatible with mainstream commercial and open source software, eliminating high
self-construction and docking costs. The flexible deployment and payment models supports
SaaS and privatized deployment and various billing models such as traffic and license.

SaaS Private deployment
Pay-as—-you-go, only pay for what you +  One-stop layout for engineers on site
actually use +  Support services based on license

TCO reduced by more than 50%

Large-scale batch installation and

depl t to im ti
6 Product value “"Gonmacns

When the Agent or the collection task is Collect & The complete circuit breaker protection
anomal, an alert notification will be sent ollec mechanism prevents the server failure due to
as soon as possible. Control Center Agent anomaly and affecting the business.
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